
501

Hybridge: Bridging Spatiality for Inclusive and Equitable
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Fig. 1. A hybrid meeting using Hybridge. (a, c) show remote participants A and D, who may view a Hybridge
room from any digital seat. (b) shows the local Hybridge room, with remote participants A and D distributed
in-room. (d) show the meeting map of the Hybridge room digital twin with in-room (yellow) and remote
(green) participants in their physical and digital seats. (e-i) Remote view choice: Remote participant A pans
right to see Remote participant D (Time 1 - 2), switches to virtual view (Time 3), chooses a new digital seat
(Time 4), pans right to see content (Time 5).
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Hybrid meetings limit inclusion for remote participants. The Hybridge experimental system provides different
interfaces for remote and room endpoints, focusing on improving inclusion via shared spatiality and remote
agency. In-room participants see remotes on displays around a table, and remotes see video integrated into a
digital twin. Remotes can choose where to appear and from where they view the room. We tested Hybridge in
a within-subjects study of group survival tasks. An in-person condition was followed by a counterbalanced
order of hybrid traditional videoconferencing (“Gallery”) and Hybridge. We found that co-presence and agency
differences between in-room and remotes were alleviated in Hybridge but remained in Gallery. Physical
presence for remotes was higher in Hybridge than Gallery. Conversation flow was better in Hybridge than
Gallery, but ease of awareness was not different. We argue that asymmetry should be embraced when designing
hybrid meeting systems, with inclusivity achieved by tailoring features for the needs of different endpoints.

CCS Concepts: • Human-centered computing→ Empirical studies in HCI.

Additional Key Words and Phrases: videoconferencing; hybrid; meetings; collaboration; spatial; agency;
asymmetry; inclusion; design; 3D; digital twin
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1 INTRODUCTION
Hybrid video meetings, where some participants are together in a room while others join remotely,
notoriously lack the inclusion afforded by physical presence and simultaneity in a shared physical
space [66]. Inclusion, in this sense, has three elements: equitable opportunity of participation for
remote and in-room participants, increasing remote participants’ agency within the meeting, and
reducing remote participants’ feelings of being isolated or ignored. 1 Traditional videoconferencing
shows people in a video grid (a "gallery" view), or a large content area andstrip of videos Both
versions are unnatural compared to being in person, leading to both inclusion and fatigue prob-
lems [2, 62, 76]. In fully remote meetings, disadvantage is equally shared because each endpoint
is fairly similar. However, in hybrid meetings,the number of people, physical configuration, and
technology of endpoints are substantially different in-room compared to remote.

In canonical hybrid meetings, remote and in-room participants are divided. The gallery is scaled
up on a wall display with a single camera nearby or on a table around which people in the room sit.
Remote participants are disadvantaged in two key ways. First, in-room participants have spatial
relationships with each other enabled by sharing the physical space, and also agency to navigate
the physical space by looking around while seated, moving seats, or moving around the room.
Videoconferencing constrains almost all these spatial relationships and agentic capabilities for
remote participants. Workarounds such as remote participants asking in-room participants to move
the camera add social friction and changes the view for all remotes. The technical solution of
dynamic frame cropping to in-room participants disregards the room itself and reduces the agency
of remotes by the very process of automation.
The traditional videoconferencing stage for hybrid meetings takes the form it does because it

assumes a need to hew closely to symmetrical interfaces at all endpoints. This enables scaling to large
numbers of people and meetings, reduces the complexity of setup and training, and assumes that
’What You See Is What I See’ is the best way to enable reciprocity of perspectives [36, 78]. However,
symmetry of interfaces ignores the asymmetries inherent in remote versus in-room endpoints, and
heightens the conditions that exclude remote participants. The challenge of designing for hybrid
1Inclusion also involves broader issues relating to gender, ethnicity, ability, social class, etc. (e.g. [56, 69]), but these were
out of scope for this research.
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meetings is how to attend to its inherent asymmetries of space and agency. As such, our driving
question is: how does an asymmetrical videoconferencing system, that emphasises shared spatiality
and heightened agency, affect remote participants’ inclusion in a hybrid meeting?
This paper reports our exploration of this research question using Hybridge, an experimental

hybrid video meeting system which manifests a combined physical-virtual space shared by all
participants on commodity hardware. We conducted a within-subject study with 48 participants in
12 groups, who completed survival tasks across three conditions:

(1) In-Person (acting as baseline measurement for collaborative meetings in knowledge work).
(2) Gallery (acting as baseline measurement for the commercial standard for hybrid meetings in

knowledge work).
(3) Hybridge (the treatment of interest).

We begin by outlining prior research that motivates our work, followed by our principles for
designing Hybridge. We then report on the methods (including hypotheses) and results for our
study. In sum, Hybridge showed significantly better results compared to traditional Gallery views
for reported measures of agency, co-presence, and physical presence for remote participants as well
as conversation flow quality in the meeting space. However, there was no significant difference
observed between the two systems for ease of awareness. Critically, we observed no difference
for agency and a reduced difference for co-presence between in-room and remote participants
in Hybridge, suggesting that it leveled the playing field between in-room and remote endpoints
compared to the standard Gallery view. We discuss our results in terms of their wider implications
for designing future hybrid-meeting systems, arguing that the goal of more inclusive meetings is
best met by embracing asymmetry by tailoring features that best fit the resources available at each
endpoint.

2 RELATEDWORK
2.1 Common interactional spaces and the challenge of video-mediated hybrid meetings
The basic state of conversation is inherently spatial and agentic. In this common interactional
space [48], meeting in groups involves not simply gathering, but displaying mutual orientation in
ways that distinguish focused from unfocused interaction [21]. Focus is displayed at bodily scale
(e.g., F-formations [34]), or gaze, head, shoulder, and arm poses and gestures, and facial expressions,
all of which also contribute to conversational flow [8, 22, 33]. Meetings have some specific forms
of embodied action to bid for turns and holding the floor (e.g., nuanced ways of raising hands and
highlighting attention [20, 47, 49, 50]. The physical configuration of spaces is also crucial. A room
with a central meeting table surrounded by chairs (e.g. [20, 67]) provides different affordances for
conversational agency than a large room with a stage and an audience facing it (e.g., [49]. When
meeting in person, then, we have a holistic experience of interlocutors’ embodied communication,
their proximity, and the relative placement of personal and shared resources. Gathering on literal
common ground helps establish social common ground [10].
Video meetings have always struggled to mimic the common interactional space of in-person

meetings [2, 17, 28, 61]. This reduces their effectiveness [11] while increasing their potential for
fatigue [15]. The overarching reason for this struggle is that video meetings rely on capture,
transmission, and display technologies that fracture and fragment the ecology of communication,
creating asymmetries [25, 26, 45] that disrupt signals of engagement [64, 68] and attention [38].
Further, it means that the person, reference, and task spaces are separated, attenuated, and/or
potentially missing [9]. Common ground, in this case a shared frame of reference, is fragmented
and harder to establish [82].
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Hybrid video meetings, in which some participants are co-located and others are remote, ex-
acerbate these asymmetries [16, 51, 66, 76]. Conversational flow is disrupted, especially aspects
such as bidding for the floor, responding in a timely manner, and knowing who is talking [65, 76].
In-grouping is common in hybrid meetings, with in-room participants disregarding or isolating
remote participants [32, 65]. The favoring of in-room participants has a strong negative correlation
with perceived effectiveness [60] and in-room participants may find tasks more enjoyable than
remote participants [5]. These issues can be heightened for those with disabilities [1]. For both
acquainted groups and strangers, in-room participants tend to be more active (e.g., setting strat-
egy, doing their work and collaborating on more, and engaging in syntheses [6]), while remote
participants tend to be more passive [6] and prey to social loafing [12]).

2.2 Space and agency in remote and hybrid meeting systems
Addressing these problems has a long history in Media Space [75] and related video-mediated
communication research [19, 24, 53]. Many Media Space systems assumed that reciprocity of
perspectives demands symmetrical interfaces [80]. In MatrixView [27], Multiview [54, 55], and
Halo [58], multiple people sit at each endpoint at semi-circular desks looking at displays showing
life-sized people. More complex hybrid interfaces bring remote participants off walls and into
the physical space to heighten agency. MMSpace [59] enables two endpoints at which a pair of
participants in a room meet with a pair of remote participants in another room. Each remote
participant is shown on an individual display with motors driving the display physically through
four degrees of freedom based on captured head pose. Here, agency takes the form of viewpoint
choice of remote participants, and in-room participants seeing where remote participants have
chosen to view. OmniGlobe [42] is less naturalistic. It uses 360° cameras on top of spherical globe
displays, enabling people at each endpoint to move freely around their space and see the remote
space, and also provided agency by using the globe via touch to bring people or objects into view.
However, symmetrical interfaces are inherently inflexible, which tends to limit the amount of
inclusion possible for remote participants, and does not fit modern conditions of work.

Leveraging asymmetries. Less attention has been paid to how asymmetries may be leveraged [46,
80] to balance out inequities between remote and in-room participants in hybrid meetings, but some
examples do exist. In MirrorBlender [23], transparencies and background subtraction are leveraged
to create a layered blend of person and task space at each endpoint. MirrorBlender provides agency
in the the relative positioning of video on the mirrored canvas, but not agency in the 3D space.
Gazelens [40] allows in-room participants to sit around a table. For remote participants, the in-
room combination of people and artifacts are captured by cameras facing people and a top-down
camera showing the collaboration surface. Remote participants see the in-room participants and
other remote participants in a strip of videos of faces that surround the top-down view of the
collaboration surface and artifacts, and have agency over their view with a control to zoom in
and out of details of places on the collaboration surface. VROOM: Virtual Virtual Robot Overlay
for Online Meetings [30] is an extremely asymmetrical system. In VROOM, a Beam telepresence
robot is augmented by adding a life-size avatar overlay of the remote participant, viewed through
a HoloLens worn by a local user, and giving the remote user an immersive 360° view of the local
space, viewed through a VR headset. VROOM has very high agency for remote viewers, as they
can physically move around the local activity space and gesture at local objects. That being said,
VROOM is also a verycomplex system requiring significant resources and complex setup at both
endpoints, making it hard to deploy at scale.

Perspectives [76] has a more subtle asymmetry and is more practically scaleable. Like MatrixView,
MultiView, and Halo before it, a meeting room endpoint is set up with approximately life-size
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projection of remote participants, and individual cameras to capture each in-room participant.
Remote participants are displayed on a wall or large screen as background-extracted video sitting
on one side of a virtual desk in a virtual room, facing the physical room participants. For in-room
participants, all remote participants appear to be in the same virtual space, which is contiguous
with the local space. For remote participants the experience is somewhat different. All other remote
and in-room participants are captured as individual background-extracted video and displayed in a
single virtual room. No physical rooms are shown. However, crucially, all participants occupy a
seat at the virtual table in a spatially-consistent virtual room, which enables every participant to
have a unique first-person view that is relative to all other participants. Perspectives is the closest
prior system to our approach to enabling inclusion, but we also made different design decisions.
As such, as we turn to describing Hybridge below, we will note some of its specific differences to
Perspectives.

In sum, the struggle of videoconferencing, especially hybrid, to mimic the common interactional
space of in-person meetings has largely been engaged with overcoming the asymmetries of end-
points. However, if we take the focus away from reproducing the material appearance of in-person
inclusivity, and instead focus on what matters about the shared spatiality and heightened agency
of in-person inclusivity – agency, co-presence, physical presence, awareness, and conversational
flow – then we might embrace asymmetrical features. And, further, we might do so to improve the
inclusivity of remote participants, who are currently the most disadvantanged in hybrid meetings.

3 DESIGNING HYBRIDGE
3.1 Design principles
The driving motivation behind our iterative design and prototyping was to bridge the gap between
remote and in-room participants in a hybrid meeting, and to level the playing field in terms of
how much each participant felt part of the meeting. Our final prototype hinged upon two design
principles: (1) distributed spatial presence of remote participants in the meeting room, and (2)
heightened agency for remote participants to choose their viewpoint and where they appeared in
the room.

Distributed spatial presence of remote participants in meeting room. Hybrid meetings create an
imbalance due to the remote participants being in their own isolated physical space while the
in-room participants share a physical space together. The standard solution (gallery view) displays
all remote participants on a single screen in the meeting room. This is constraining due to the lack
of individual presence that such an arrangement conveys, exacerbating the sense of remoteness
for remote participants. This arrangement also makes it hard for an in-room participant to direct
conversation at a specific remote participant. Additionally, since all remote participants share one
camera view of the room, it is difficult for them to direct conversation to people in the room (and
impossible to do so to other remotes). In order to mitigate this, we designed Hybridge fundamentally
prioritizing the remote participants’ spatial presence in the meeting room to create an equitable
experience and a shared sense of spatiality between in-room and remote participants.
Hybridge creates a shared space blending the physical and virtual for which the baseline truth

is rooted in the shared physical space. Remote participants have a physical presence at seats
in the physical room, but they are not anchored to those seats. The virtual room experienced by
remote participants is a digital twin of the physical room, rather than a wholly virtual space. Wholly
virtual spaces might make remote participants dissociate from the physical room, furthering the
disconnect between the local and remote participants.
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Heightened agency and control for remote participants. Another factor in imbalance is the agency
and the amount of control that the remote and in-room participants have over the meeting space.
The physical meeting room is given precedence over the physical spaces that the remote participants
join from, since the meeting room hosts multiple participants. Consequently, this leads to the mental
model of the remotes ‘dialing in’ to the meeting room. Any adjustments in the remotes’ view of
the room is either impossible (if the meeting room hardware is immovable), or mediated through
in-room participants (e.g., requesting a room participant to nudge the camera to bring something
into view). This lack of control and reliance on in-room participants can lead to feeling like they
can’t participate in the meeting at the same level [6, 12]. We argue that to level the playing field,
designing for hybrid meetings should provide remote participants with as much or even more
agency than the in-room participants. Hybridge allows remote participants to choose (1) where
they appear in the meeting room, and (2) where they view the meeting room from. Additionally,
remote participants are able to view the meeting room from viewpoints that are not possible for
in-room participants. We offer these controls through an interactive digital twin of the meeting
room, which marks the occupancy status of all seats (for both in-room and remote participants),
and the ability to navigate the digital twin. So, like Perspectives [76], we provide a first-person
view, as if remote participants are sitting in a seat in the physical room. However, we take this
further and enable remote participants to explore other perspectives, leveraging the virtuality of
the digital twin. A remote participant in Hybridge can see a bird’s eye view of the room, which is
unnatural, but provides remote participants with agency not possible in most videoconferencing
systems, and agency not available to in-room participants. We leverage this asymmetry to level
the playing field between remote and in-room participants not in terms of literal capabilities, the
rather extent of capabilities. We hypothesized that providing remote participants with heightened
agency—over their viewpoint of, and position in, the room via spatially distributed seats, and via
an interactive digital twin of the room—will lead to their feeling of being able to participate and
engage in the meeting, and enhance their feeling of being present in the meeting room.

3.2 Hybridge hybrid meeting prototype
As a manifestation of our design principles, we created Hybridge, a meeting prototype system
tailored for hybrid meetings. We debated between using a canvas-based 2D vs. a spatial 3D interface
for the remote participant. As a first step, we studied the implications of the two interfaces which we
report in a previous paper [72]. We learned that 3D outperformed 2D in the participants’ perceived
sense of awareness, sense of agency, and physical presence. The majority of participants in that
study also subjectively preferred 3D over 2D. Thus, we used the 3D interface as a starting point for
the present study, and incorporated further feedback from our participants from the first study
in order to design the final version of Hybridge as studied in this paper. This section talks about
designed features and UX—for technical implementation details, please see Appendix A.

3.2.1 In-room setup. In the meeting room, Hybridge provides smaller 27" displays in portrait
orientation with a camera and speakers, positioned around a table among the physical seats (see
subsection A.2 for implementation details). The size of these monitors was chosen to render the
remote participant at approximately life-size. A separate front-of-room display (52") is provided
in the meeting room for shared digital content (Figure 5 (c)). The smaller displays act as “digital
seats” that can be occupied by a single remote participant, who can be seen and heard as if they
were sitting at the table. This arrangement creates a dedicated space for each remote participant
in the physical meeting room, and affords them a unique visual and aural perspective from this
position. It also aids implicit non-verbal cues within conversations permitting natural gaze cues.
In-room participants can address the remotes uniquely by turning their heads towards a particular
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display, helping in-room participants feel they are interacting directly with the physically distant
participant. Simultaneously, it in turn helps the remote participant acknowledge that the in-room
participant is talking to them, and to direct conversation to specific individuals—both in the room
and remote. This allows for increased sense of connection between participants, lending depth to
dialogues between distant and in-room collaborators.

3.2.2 Remote setup and interface. Remote participants join the meeting from a satellite room
located in the same building, equipped with a 27" monitor, keyboard, mouse, and headphones to
render spatial audio (see subsection A.3 for implementation details). Participation in the meeting is
mediated through the Hybridge software prototype, which is a digital twin of the meeting room.
The digital twin blends the other remote and in-room participants through camera and virtual
representations, with spatialized audio—the remote participant sees and hears others in a spatially
consistent way. The digital twin broadly offers three types of views to the participant, with simple
interaction features:

Room view. In the “room view”, participants see a 3D replica of the meeting room (Figure 1 (d))
with a freely movable camera. The room view shows furniture and other landmarks (e.g., potted
plant, painting) positioned in the meeting room, including the displays that act as potential seats
for the remote participants. Occupied “digital seats” show other remote participants’ video, and
occupied chairs show in-room participants as static, generic avatars.

Seated view. The participant can select an empty digital seat to occupy by clicking on the display
in the room view. Upon selecting a digital seat, the remote participant’s view smoothly transitions
from the room view to the seated view. This involves occupying the digital seat at the chosen display,
and concurrently the view blending from the 3D representation to the webcam feed from that digital
seat (Figure 2). In the seated view, the participant is able to control their viewpoint by panning the
camera left and right (Figure 3 (1c,2c)). As the participant pans their camera and changes their
attention target, everybody in the meeting gets feedback—the other participants see a billboard
effect on this participant’s video on the physical display this participant has occupied (Figure 3
(1b,2b)), and the participant themselves see their FOV cone on the mini-map (described below)
rotate to reflect their current view direction (Figure 3 (1a,2a)).

Mini-map. A mini-map at the bottom-left corner of the screen shows a live top-down view of
the room. The map shows the current location of the participant as a yellow circle, along with a
field-of-vision (FOV) cone that indicates the participant’s gaze direction (Figure 3 (1a,2a)). Seats
occupied by others are also marked: in-room seats with a red square, and digital seats with a red
circle. The name initials of all seat occupants are also shown. The occupancy state information
from the 3D room view and the map can aid the remote participant decide which digital seat to
occupy.

Fig. 2. Seat selection: the participant smoothly transitions from the room view in the digital twin (a) to the
seated view (e).
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Fig. 3. Remote participants are able to control their viewpoint by panning their camera view left and right.
The participant’s viewpoints are shown in (1c) and (2c)—we can see that the participant turned their attention
to the participant in the yellow shirt (in 2c). As the participant rotates their view, we see this reflected on the
mini-map through their FOV cone (1a, 2a: marked in orange outline). The in-room as well as other remote
participants can also see the video of the participant turn, creating a billboard effect, which gives an estimate
of where the participant is currently paying attention (1b, 2b: video billboard marked in orange outline,
background color-muted).

3.2.3 Meeting UX. With Hybridge, in-room participants maintain their spatial navigability and
ability to change seats, while seeing remotes on individual displays positioned around a table
sharing the same physical space. Remotes see video feeds from the room blended into a spatialized
digital twin of the meeting room, which enables them to see and hear meeting participants in
distinct locations in the meeting room. It also affords them the agency to choose where to appear
in the room, and where to view the meeting room from. The combination of these features allows
the meeting to progress in a more naturalistic manner. For instance, meeting participants are able
to tell to a large extent where somebody else’s attention target is. Specific remote and in-room

Fig. 4. Spatially distributing remote participants in the meeting room while keeping content separate in
its own location allows remote participants to unambiguously identify attention targets. These images are
shown from the viewpoint of a remote participant, from which one can gauge when (a) B and C talk to A, (b)
B refers to the content being shared by pointing, and (c) B and C turn their attention to the participant.
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participants can engage in conversations (Figure 4 (a)). Remote participants are able to acknowledge
when in-room participants point towards and refer to content on a shared screen (Figure 4 (b))—
which is impossible to do in a standard gallery view configuration since remote participants and
shared content appear on the same digital display in the meeting room. If a remote participant
contributes to the conversation, they can tell when other participants turn their attention towards
them (Figure 4 (c))—which is also impossible to do in a standard gallery view with multiple remote
participants due to shared presence in the meeting room.

4 STUDY AND METHODS
We conducted a study to compare Hybridge against other common ways of conducting a collabo-
rative meeting—a fully in-person meeting, and a hybrid meeting using the currently widely used
solution of a gallery view with a grid of videos. We were interested in seeing how our design
principles for a hybrid meeting system levelled the playing field between remote and in-room
participants. We introduce the three conditions we tested, followed by participant details, study
procedure, and measures.

4.1 Comparing against common meeting practices
We decided to compare the Hybridge system to two other commonly used methods for a col-
laborative meeting—a fully in-person meeting, and a hybrid meeting using a standard Gallery
view. We selected the in-person meeting as the baseline comparison for the “ideal” collaborative
meeting—remote and hybrid meeting systems aspire to be as effective as a completely in-person
meeting. We also chose to compare Hybridge against the standard video grid (“Gallery” view) since
it is the modality that is most commonly used today for hybrid meetings. For consistency, both
video-mediated conditions (Gallery and Hybridge) were implemented using the same prototype
platform (a Unity application using Microsoft Teams NDI streaming capabilities). For technical
implementation diagrams, see Appendix A.
A member of the research team acted as the moderator, sharing a slide deck with instructions

for participants in all conditions. The shared screen showed instructions for the participants as
well as a timer which showed the remaining time in that task. While the moderator could verbally
coordinate with the study participants before and after each condition, they did not have any visual
representation during the sessions. Other common video calling features such as text chat and
reactions (e.g., hand raising, likes) were not included—the study focused only on the audio-visual
layout for video calling.

In-person. For the in-person condition, all four participants met in a meeting room, sitting around
a table. The participants were free to choose their seat in the room—there were five chairs for the
four participants (Figure 5 (a)). A large screen at one end of the room showed the instructions for
the participants, via a slideshow controlled by the meeting moderator.

Gallery. In this condition, the room had three physical chairs. Two participants participated from
the room (choosing two of the three chairs), while two were escorted to individual on-premise
satellite rooms where they joined the meeting remotely from. The large screen in the meeting room
showed the instructions as well as the videos of the two remote participants, akin to a standard video
call with a shared screen. The digital content on the shared screen occupied most of the display,
and the videos from other endpoints appeared in a list on the right (Figure 5 (b)). The self-view
webcam was shown on the bottom right. Also similar to a standard video call, this interface was
mirrored on the remote endpoints. Neither remote nor in-room participants experienced spatialized
audio from other participants.
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Fig. 5. (a) The in-person setup consisted of five chairs around a conference table, and the four participants
had the choice of their seats. This image is taken from the webcam of the large display at the front, which had
the instructions for the task. (b) Our implementation of gallery view places the participants on a vertical strip
on the right while the content occupies the majority of the space. There is a self-view at the bottom-right. (c)
The Hybridge room setup for our study places small displays interspersed amongst room chairs around the
conference table.

Hybridge. In this condition, the room had three physical chairs and three smaller digital displays
that served as the “digital seats” for the remote participants. Two participants stayed in the room
(choosing two of the three chairs), while two each joined from on-premise satellite rooms. The
two remote participants joined the meeting from the Hybridge remote interface (described in
subsection 3.2), which allowed them seat selection and viewpoint agency through a digital twin.
They received audio from all other participants (remote and in-person) correctly spatialized from
their vantage point. Remotes went through a 2-minute training during which they learnt how to
use the interface and made their initial seat choice (which they could change afterwards).

4.1.1 Hypotheses. Given these conditions, we developed our hypotheses focusing our interest on
remote inclusivity in hybrid settings. Typical video meetings struggle to reproduce the common
interactional space of in-personmeetings [2, 17, 28, 61], and hybridmeetings in particular exacerbate
the asymmetries between remote and in-person participation [16, 51, 66, 76]. This leads us to our
first hypothesis:

H1: Remote participants would report less inclusion in the Gallery condition than the In-
Person condition.

Past work has found positive effects of spatializing remote presence [27, 42, 54, 55, 58, 59] and
additional agency for remotes [23, 29, 41], but focused on creating symmetry in video meetings
with exceptions like Perspectives [76]. We designed Hybridge to overcome space and agency issues
with interactional space while allowing for the inherent asymmetrical nature of a hybrid meeting
(see section 3). Our hypotheses about inclusion for the Hybridge condition compared to the other
two, then, were:

H2a: Remote participants would report more inclusion in the Hybridge condition than the
Gallery condition.
H2b: Remote participants would report the same inclusion as in-room participants in the
Hybridge condition.

4.2 Study design
The study employed a mixed design, where the Meeting Type (Fully in-person, Gallery, Hybridge)
was defined as the within-subjects variable and participant Location (Local, Remote) as the between-
subjects variable. Each session consisted of a meeting with four participants. All participants
completed the In-Person condition as a baseline before being split into two Local and two Remote
participants for the remaining conditions. While the first condition was always the in-person
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condition serving as the baseline, we alternated the order of the Gallery and Hybridge conditions
for each group. This was done for two reasons: (1) first, because some of our instruments (e.g.,
physical presence) asked our participants to compare their experience of using a meeting system
(Gallery or Hybridge) to meeting in person, and (2) second, for the pragmatic consideration of
logistical simplicity in running the study and escorting participants between rooms. This enabled all
groups to experience all three conditions—two participants remaining in the room for all sessions,
and two experiencing the remote endpoints for Hybridge and Gallery. A basic Latin square design
was used for counterbalancing the video-mediated conditions.

4.2.1 Participants. The study involved a sample of 48 people (12 groups of 4—30 male, 18 female).
Despite the added logistical complexity, we chose to recruit groups of people familiar with each
other in order to better reflect knowledge work meetings. This could mitigate confounding the
influence of our design principles with the novelty of both acquaintance and using a novel meeting
interface [63]. We aimed to recruit 14 groups of participants, an even number to ensure balance
in the video-mediated condition order. To capture relevant social and conversational dynamics
and prevent group-related asymmetry in the interactions, local and remote endpoints needed at
least 2 participants each, hence we opted for groups of four (e.g., as per [52]). Thus, our total target
sample size approximated that of similar previous work using a within-subjects design [76]. Due
to the challenges of recruiting groups of familiar participants, we were ultimately able to recruit 12
groups for the study.
All but two groups included both male and female participants. Participants were mostly aged

18-29 (n = 32) or 30-44 (n = 14), with two being 45-59. Participants were students and staff sourced
from university mailing lists (n = 24) and industry professionals in research and computing (n =
24). Apart from one participant, who reported having no peripheral vision, participants had no
uncorrected visual or auditory impairments.

All participants were experienced with remote meetings, with most attending them weekly (n =
25) or daily (n = 19). Three participants attended them monthly. Few participants spent more than
10 hours in video calls per week (n = 4), with most attending them for 6-10 (n = 12), 3-5 (n = 19) or
1-2 (n = 12) hours. One participant attended video calls for less than 1 hour per week. Participants
had a range of experience with hybrid meetings, with most attending them at least once per week
(n = 21), or once per month (n = 19). Fewer participants took part in hybrid meetings daily (n = 8),
every 3 months (n = 5), or less than every three months (n = 2). Platforms used notably included
Microsoft Teams (n = 43), Zoom (n = 38), Google Meet (n = 22) and Apple FaceTime (n = 12). Half (n
= 24) participants had experienced virtual meetings on both desktop and mobile platforms, whereas
many reported to have only used desktop (n = 23), and one had only used mobile.

4.3 Procedure
Each study session lasted 60-90 minutes, with the study protocol having previously received IRB
approval. The protocol was broken down into the following steps:

4.3.1 Pre-test. Informed consent and demographic information, including experience, was attained
from participants prior to each study session. After welcoming participants, the purpose of the
study and test protocol was explained before they were escorted to the conference room to prepare
for the baseline (all in-person) condition. A second researcher located in the conference room then
allowed participants to get comfortable around the meeting table.

4.3.2 Training. No training was required for room participants. Similarly, no training was provided
for Gallery since it used an interface familiar to participants. For Hybridge, remote participants were
given standardized training. This involved participants watching a two-minute video (provided as
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supplementary material) and following interaction steps to become comfortable with the different
controls and functions of the prototype. Tasks the participant was asked to follow included the
navigating the 3D room view, selecting and switching seats, and controlling their seated view
viewpoint (e.g. by looking at the shared content screen). This ensured all participants were familiar
with the different controls and functions associated with the Hybridge prototype. Participants were
also provided with the opportunity to ask questions.

4.3.3 Test. At the start of each condition, the group was given discussion topics like “If you could
have a superpower, what would it be?” as a way to get familiar with that prototype. Following
this, the study moderator introduced one of three discussion tasks in counterbalanced order. These
were presented as hypothetical scenarios: “Survival in the Desert”, “Survival on the Moon”, and
“Spy Mission Task” (see Appendix B for details). Survival tasks were chosen as they have often
been considered in research on collaborative work. They exemplify typical interactions in small
group meetings, requiring effective communication, consensus building, and problem-solving
skills [13, 35, 73]. The goal was for the group to select 3 items from a list of 11 to optimise their
chances of success within a 5-minute time frame. This required the group to deliberate their options
and consider different strategies for surviving the scenario.
After completing the baseline condition, 2 participants (selected at random) were escorted by

the moderator to individual satellite rooms. Participants had a short break before repeating the
process for the remaining conditions.

4.3.4 Post-test. After completing all three conditions, all participants reconvened in the conference
room to participate in a semi-structured focus group facilitated by one moderator (see Appendix C
for the focus group guide). Each participant was compensated with an Amazon voucher at the end
of the session.

4.4 Measures
After each condition, we asked participants to complete a range of survey items about sense of
agency, co-presence, physical presence, conversation flow, and ease of awareness, (see Appendix D
for all the survey items).

We take agency to refer to a participant’s sense of control over their engagement in the meeting.
Agency in videoconferencing, both remote and hybrid, is typically considered in terms of agency
over the presentation of self [37, 77]. In addition to (1) presentation of self, we are also considering a
participant’s control over (2) their view of others and (3) their position in the meeting with respect
to others [23, 39, 76, 77]. We developed a 3-item questionnaire asking all participants about their
sense of control over these three aspects. We also asked remote participants to answer these three
items in relation to the local participants (see Table 2 for all items).

We were also interested in evaluating participants’ sense of belonging together in the space [31].
For us, the most relevant aspects of spatiality are the psychological dimensions of presence [44, 57,
71]. This consists of co-presence, the sense of being together with others [4], and physical presence,
the sense of being in a different environment [43, 74]. To measure co-presence, we adapted eight
items from the Networked Minds questionnaire to our hybrid meeting context [3], asking both
about people’s sense of co-presence with those physically in the room, and those joining remotely.
Items asking about remote participants were excluded for the fully in-person condition. We also
adapted one item from [70] asking participants to compare their hybrid meeting experience to a
fully in-person meeting. To measure physical presence (for remote participants only), we adapted 5
items from the Slater-Usoh-Steed (SUS) questionnaire [79]. We also adapted the one-item measure
from [7]. While physical presence is traditionally measured for virtual environments, we were
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interested in the extent to which participants feel present in the physical meeting room—we adapted
the items accordingly.

Given the turn-taking difficulties reported in hybrid meetings [68, 76], we sought to also measure
the ease of turn-taking or ‘conversation flow’. We used a 6-item questionnaire, adapted from [76].
Related to conversation flow is participants’ ability to be aware of people and activities throughout
the meeting, and thus we developed a 4-item questionnaire asking about participants’ ease of
awareness of other participants and activity during the meeting.
After all three conditions, we asked participants to rank the conditions in terms of preference,

and provide an explanation for their ranking.
Finally, each group completed a semi-structured focus group to better understand and con-

textualize their questionnaire responses regarding each condition. It also allowed participants to
gain insights into and reflect upon the experiences from both local and remote endpoints (see
Appendix C for the focus group guide).

We piloted incremental protocols with several convenience-sampled groups within our orga-
nization, and the final protocol with one group recruited through the same means as our study
participants. Adapted survey items were also used in a previous study [72] and piloted to ensure
comprehension and face validity among participants.

5 RESULTS
Out of the 12 study sessions conducted, results were derived from 10 groups of participants, with 2
sessions excluded from the data analysis. These sessions were omitted due to technical issues: one
because of a call dropout on the Microsoft Teams platform, and another due to the deactivation of
spatial audio, which rendered the data incomparable. To enable a concise analysis of all quantitative
survey measures and reduce the number of statistical comparisons, for each coherent set of items
(e.g., 6 items asking about conversational flow) we computed a summary score averaging (or
summing, for the SUS questionnaire [79]) each participant’s responses across the items. Statistical
analyses were conducted on these summary scores, and, where relevant, were complemented with
descriptive reporting for individual items to aid in interpretation. Averages and standard deviations
for each individual item are reported in Appendix D. We analyzed these data using a non-parametric
aligned rank transform (ART) mixed-effects model [81], with condition (Gallery, Hybridge, fully
in-person) as a within-subjects factor and participant location (local, remote) as a between-subjects
factor, where relevant. Some survey measures were only relevant to the remote participants and
these analyses therefore excluded participant location as a factor; similarly, some measures were
only relevant to the hybrid meeting conditions (Gallery and Hybridge) and these analyses therefore
excluded the fully in-person condition.
For the fully in-person condition, although all participants were (by definition) local, for the

purpose of having a balanced participant location factor for analysis, we labelled the participants
who were subsequently remote in the later conditions as also “remote” in the fully in-person
condition. As such, in the fully in-person condition, we don’t expect any differences between the
“remote” and local participants in their survey responses (making this comparison function as an
additional validity check for the survey data).

Significant main effects or interactions were followed up with pairwise contrast tests using the
ART-C procedure [18]. When only main effects were found, pairwise contrast tests were conducted
on data collapsed across the non-significant factor. Pairwise comparison p-values were adjusted to
control for the false discovery rate using the Benjamini-Hochberg procedure.

To support the quantitative results, we also include quotes from the focus group, where relevant.
Participant IDs are listed as P<session ID>-<In-room or Remote> (e.g., P7-R corresponds to a
“Remote” participant from session 7).
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5.1 Sense of Agency
There were two distinct ways in which remote participants using Hybridge had control over their
viewpoints. First, they could choose where they appeared in the room. Second, once seated, they
could pan their camera view sideways to focus on a specific part of the room from their vantage
point. We first measured participants’ sense of agency for all participants in all three conditions,
using a 3-item scale that asked about their feeling of control over their view of the conference room,
other people’s view of them, and their position in the conference room. We found a significant main
effect of condition (F2,76 = 32.45, p < 0.001) and participant location (F1,38 = 17.97, p < 0.001), as well
as an interaction between the two (F2,76 = 22.89, p < 0.001). In Gallery, remote participants rated their
sense of control lower than local participants (p < 0.001; Figure 6a). In contrast, Hybridge showed
no significant differences between remote and local participants (p = 0.56). Thus, the difference in
the sense of control between the remote and local experience was practically mitigated in Hybridge
but not in Gallery (t76 = 5.51, p < 0.001, for the difference in differences).

Among remote participants, Hybridgewas scored substantially higher on all three items compared
to Gallery (see Table 2). Participants appreciated being able to choose where they appeared in the
room, even indicating that they felt more present in the room as a result:

P5-R (in Hybridge) I felt like I had more agency to move about. And I felt like I had more presence
in the room.

This additional control allowed them to decide where they sat in relation to other participants, as
well as objects of interest in the room. This was a consideration for in-room participants as well:

P2-I It was interesting to think about where to physically sit in relation to the monitors (in Hy-
bridge).

Remote participants with poor vision particularly benefited by being able to sit closer to the
in-room content screen:

P11-R For me, the Hybridge was really good because I have really bad vision. And the first thing
I said when I walked in here is I want to grab a seat that’s close to the slides. . . So I felt more in
control.

However, among local participants, differences were smaller between Hybridge and Gallery. In
fact, Gallery scored slightly higher on average on the item concerning “other people’s view of you
in the physical conference room” (see Table 2). Unlike Gallery, Hybridge did not show a self-view
for local participants, which may have contributed to this, as noted by one local participant:

P7-I For the standard meetings (Gallery), I can see what it looks like for them. I can have the
control. But for the prototype (Hybridge) I don’t know.

Unsurprisingly, relative to the fully in-person condition, remote participants’ ratings were lower
in both Gallery (p < 0.001) and Hybridge (p = 0.001). Local participants’ ratings were not different
between Gallery and the fully in-person condition (p = 0.14), but, interestingly, were lower in
Hybridge than in the fully in-person condition (just above the significance threshold; p = 0.06).
This potential difference emerged in Hybridge but not Gallery because local participants scored
the Hybridge condition lower on the items concerning “your view of the physical conference room”
and “your position in the physical conference room” (see Table 2). This may be related to the
presence of the remote displays around the conference room which necessarily restricted local
participants’ positions in (and views of) the room, and the displays’ 2D nature, which limited local
participants’ view of remote participants due to the restricted viewing angles, as noted by some
local participants:
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Participant
location

Remote

Local

***
n.s.

n.s.
***

Low (1)

High (7)

Gallery Hybridge Fully in−person

Perceived agency
(3−item scale)

(a)

***

Much less (1)

Much more (7)

Gallery Hybridge

Perceived agency relative
to in−room (3−item scale)

(b)

***
n.s.

n.s.
***

Low (1)

High (7)

Gallery Hybridge Fully in−person

Feeling of having a place in the
physical conference room (1 item)

(c)

Fig. 6. (a) Perceived sense of agency as a function of condition and participant location. There was an
interaction between condition and participant location, with ratings for remote participants (red) in Hybridge
being higher than those in Gallery. Indeed, there was no significant difference in ratings between local and
remote participants in Hybridge (compare blue and red bars), whereas there was a substantial difference
in Gallery. Ratings for the fully in-person condition were highest of all. (b) Perceived sense of agency for
remote relative to local participants for Gallery and Hybridge conditions, with Hybridge scoring higher. (c)
Feeling of having a place in the room, as a function of condition and participant location. There was an
interaction between condition and participant location, with ratings for remote participants (red) in Hybridge
being higher than those in Gallery. There was no significant difference in ratings between local and remote
participants in Hybridge (compare blue and red bars), whereas there was a difference in Gallery. Ratings for
the fully in-person condition were highest of all. For all three panels, horizontal bars indicate averages, and
circles indicate individual data points. To maintain figure readability, significant differences between the fully
in-person condition and the others are not shown in the figure (they are reported in the main text). *** is p <
0.001, ** is p < 0.01, * is p < 0.05, n.s. is “not significant”.

P6-I (in Hybridge) I had less control of how they saw me and also cos the rigs were quite big it
was like quite imposing in the room. . . yes, they’re more there, but also like it’s less comfortable
for me.

P10-I In the prototype (Hybridge) if I want to look at <name redacted>, I had to kind of lean
around and then I knew that my fat head would be obscuring the screen

Thus, Hybridge may have slightly lowered local participants’ sense of agency, but ultimately
fostered equitable experiences between remote and local participants.
Additionally, we asked remote participants to rate their sense of agency (for the three items

above) relative to the local participants. There was a significant effect of condition (F1,19 = 30.5, p <
0.001), with participants rating their sense of agency higher in Hybridge than in Gallery (Figure 6b);
substantial differences were observed for all three items (see Table 2).
Finally, we asked all participants to rate the extent to which they felt they had a place in the

conference room. As above, we found a significant main effect of condition (F2,76 = 26.79, p < 0.001)
and participant location (F1,38 = 36.40, p < 0.001), as well as an interaction between the two (F2,76
= 24.31, p < 0.001; Figure 6c). Again, the difference between the remote and local experience was
practically mitigated in Hybridge but not in Gallery (t76 = 4.27 p < 0.001, for the difference in
differences). Comments from remote participants expressed the relationship between their spatial
presence in the room and their increased agency in conversation:

P11-R (in Hybridge) I felt more in control and like if I’m at the screen sitting next to someone, I
would grab peoples attention.

While Hybridge was rated highly for agency, not every participant used the ability to change
seats during the meeting.

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. CSCW2, Article 501. Publication date: November 2024.



501:16 Panda et al.

P13-R we could move around the room although I didn’t because it felt weird. It’s like, obviously,
if you’re in a meeting, like, I’m not just gonna stand up.

Nevertheless, our telemetry shows that remote participants in Hybridge condition used the ability
to change their seats on average 3.45 times per session. Additionally, the participants viewed the
room view on average 5.25 times per session (including the starting scene). Remote participants
also panned their viewpoint in order to attend to elements of interest. The mean angle in Table 1
indicates the average angle that participants chose to view from that respective seat, which tended
to be either the content screen or other participants (for a per-participant breakdown, see Figure 7).
The standard deviation reported in Table 1 indicates the extent to which participants panned their
view per seat–a higher deviation indicates panning further left and right. The participants thus used
the panning feature less in the room view than while viewing the room from the seated view–which
is unsurprising, since the room view provided a bird’s eye view of the whole digital twin from a
single vantage point.

Table 1. Camera panning usage: Mean and standard deviation, in degrees. Mean indicates the region of
highest interest for each seat, and the standard deviation indicates the extent to which participants panned
their view (higher deviation indicates more panning). Telemetry indicates that participants used the camera
panning feature more from seats (Seat 1-3) than in room view.

Seat Mean Std. Deviation

Room view 0.83° 9.29°

Seat 1 11.29° 26.94°

Seat 2 -15.66° 31.75°

Seat 3 4.96° 26.25°

However, even while acknowledging the higher level of agency and control from Hybridge
(relative to Gallery), some participants still expressed a feeling of helplessness compared to the
experience of being physically together (P5-R), and desired even more control while seated in
Hybridge, such as being able to translate the physical display on which they appear in the room
(P6-R).

P5-R I feel completely helpless because you, you’re in the room. Yeah, you can control my screen...
I can like pan with a mouse, whatever. But I can’t see behind me... If you were to make a sign or
something, while I’m panned that way, I can still see you in my peripheral vision (when physically
together), whereas (in Hybridge) I can’t.

P6-R ... great to be able to control the rotation, but also it would be better if I can control
translation and the position of the chair ... physically in the room I can look, for example do this
(leans forward) as part of the conversation ... was like I don’t have full control of moving myself.

5.2 Co-presence
For perceived co-presence, we first compared scores on a subset of four items that were asked of
participants in all three conditions. We found a significant main effect of condition (F2,76 = 41.85,
p < 0.001) and participant location (F1,38 = 20.66, p < 0.001), as well as an interaction between the
two (F2,76 = 17.48, p < 0.001). In both Gallery and Hybridge, remote participants rated co-presence
as being lower than local participants (p < 0.001 for both; Figure 8a). However, ratings for remote
participants were higher in Hybridge than in Gallery (p < 0.001; with a particularly large difference

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. CSCW2, Article 501. Publication date: November 2024.



Hybridge 501:17

Fig. 7. This figure shows usage data for remote participants using Hybridge collected via telemetry visualized
on the mini-map. The ten rectangles each represent a session, and the magenta and yellow colors represent
the two remote participants for that session. Each map shows a “heatmap” of the participant’s FOV cone—so,
in aggregate, the visualization gives an indication of how much each participant used the panning and seat
change features. The solid lines on each map show that participant’s average viewing angle for that seat.
The translucent triangles represent that participant’s standard deviation for that seat—how much did that
participant deviate from their average viewing angle for that seat? The figure shows that participants tended
to focus their attention either on other seats or on the content screen at the front of the room.

for the item “I often felt as if the people physically in the room and I were together”; see Table 3).
Indeed, the difference between remote and local participants was smaller in Hybridge than in
Gallery (t76 = 2.55, p = 0.013, for the difference in differences), suggesting that Hybridge at least
somewhat mitigated the difference in experiences between local and remote participants.
Unsurprisingly, remote participant ratings in both Gallery and Hybridge were lower than in

the fully in-person condition (p < 0.001 for both). Interestingly, in Gallery, even local participant
ratings were lower than the fully in-person condition (p = 0.02), a difference that was not observed
between Hybridge and the fully in-person condition (p = 0.28). This experience in Gallery was at
least partly reflected in low ratings on the item “I often felt as if the people physically in the room
and I were together” (see Table 3).
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Next, we compared scores on a longer set of eight items that were asked of all participants in
the Hybridge and Gallery conditions only. We found a significant main effect of condition (F1,38 =
19.61, p < 0.001) and participant location (F1,38 = 10.22, p = 0.003), but no significant interaction (p
= 0.59). Perceived co-presence ratings were higher overall in Hybridge than in Gallery, and higher
for local than remote participants (Figure 8b). Hybridge was rated higher than Gallery across all
eight items. Among remote participants, there was a substantial difference for the item “I often
felt as if the people physically in the room and I were together”, whereas among local participants,
there was a substantial difference for the item “I often felt as if the people who joined remotely and
I were together” (see Table 3). This could be explained by remote participants feeling disconnected
from local participants during a discussion in the gallery condition:

P11-R I felt more out of the loop (in gallery)Especially when you guys (in-room) were talking to
each other.

Interestingly, this participant felt a sense of camaraderie with the other remote participant, leading
to a feeling of sitting together:

P11-R knowing that <name redacted> is experiencing what I’m experiencing. So if I couldn’t hear
them, he also couldn’t hear them. So I felt like I was sitting with him (gallery).

Lastly, we asked all participants in the Hybridge and Gallery conditions to rate how similar their
sense of being together was to a fully in-person meeting. We found only a main effect of condition
(F1,38 = 27.52, p < 0.001), with Hybridge rated as more similar to a fully in-person meeting than
Gallery (Figure 8c). For instance, participants often remarked the benefit of creating eye contact
and how Hybridge enabled this for them, from both a remote and in-room perspective:

P11-R (during Hybridge) when you shifted to look at me it really looked like we were looking in
the eye...

P6-I I think like the eye contact thing is pretty good. Like if you’re having like a brainstorming type
thing.

However, while Hybridge made it easier for remote participants to connect with in-room par-
ticipants, some participants expressed concerns about not being able to see the other remote
participants very well, including their facial expressions:

P7-R It was just less from you (other remote participant) like, getting the facial expressions.

5.3 Physical Presence
We measured perceived physical presence only for remote participants in the Hybridge and Gallery
conditions. We found a significant effect of condition (F1,19 = 13.99, p = 0.001), with ratings being
higher in Hybridge than Gallery (Figure 10a); this was the case across all 6 items (see Table 4). This
was supported by remote participants’ comments:

P2-R (Hybridge) Was more of like in the physical space. It really brought my attention back into
the room

P4-R I like it (hybridge) more than the video one (gallery) because I felt like I was actually in the
room

As P2’s comment suggests, a sense of physical presence can increase remote participants’ at-
tention towards in-room activity. Likewise, Hybridge’s design affords remote participants with
literal physical presence via the distribution of dedicated A/V displays throughout the conference
room. This in turn drew the attention of in-room participants who positively acknowledged remote
participants’ increased physical presence:

P10-I It’s nice having a chair or place in the room, It’s nice having that dedicated space for you.
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Fig. 8. (a) Perceived co-presence for a subset of four items in all three conditions. There was an interaction
between condition and participant location, with ratings for remote participants in Hybridge being higher
than those in Gallery. Indeed, the difference in ratings between local and remote participants was smaller
in Hybridge than in Gallery (compare blue and red bars for each). Ratings for the fully in-person condition
were highest of all. (b) Perceived co-presence for the full set of eight items in Hybridge and Gallery. For both
local and remote participants, ratings were higher in Hybridge than in Gallery. (c) Perceived similarity of
co-presence relative to being fully in-person, in Hybridge and Gallery. For both local and remote participants,
ratings were higher in Hybridge than in Gallery. For all three panels, horizontal bars indicate averages, and
circles indicate individual data points. To maintain figure readability, significant differences between the fully
in-person condition and the others are not shown in the figure (they are reported in the main text). *** is p <
0.001, ** is p < 0.01, * is p < 0.05, n.s. is “not significant”.

P7-I I thought it was not as good as physical because of those little nuances. However, you did feel
like people had a position in the room and you could address them and look at them.

5.4 Conversation Flow
Hybridge’s distributed spatial presence and heightened agency for remote participants should in
turn support improved turn-taking and conversational flow between all participants. For perceived
conversation flow, we found a significantmain effect of condition (F2,76 = 77.8, p < 0.001). Participants
rated the fully in-person condition as higher than both Hybridge and Gallery (p < 0.001 for both).
However, Hybridge was rated higher than Gallery (p = 0.001) (Figure 9a). The spatial audio in
Hybridge was crucial in helping participants distinguish between multiple people talking at the
same time.

P13-I it makes a difference that there’s like different audio sources so that we could hear you talking
over Austin or like interrupting him.

For both local and remote participants, Hybridge scored higher than Gallery on all conversational
flow items, with a particularly large difference (i.e., over 1 scale point) among remote participants
for the item “I could easily refer to or direct comments to others in the conversation” (see Table 5).
This went both ways—some participants felt that others could refer to and acknowledge them in
the Hybridge condition:

P7-R having someone look at you, you kind of tacitly, like, get their approval to be like ohh you
have the floor now you have the microphone now.

5.5 Ease of Awareness
In tandem with improved conversational flow, we expected Hybridge to improve participants’
awareness of others and of activity throughout the meeting. For perceived ease of awareness, we
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Participant
location

Remote

Local

***

Low (1)

High (5)

Gallery Hybridge Fully in−person

Perceived conversation flow
(6−item scale)

(a)

n.s.

Low (1)

High (7)

Gallery Hybridge Fully in−person

Perceived ease of awareness
(4−item scale)

(b)

Fig. 9. (a) Perceived conversation flow as a function of condition and participant location. Both local (blue)
and remote (red) participants reported higher conversation flow in Hybridge compared to Gallery, and in
the fully in-person condition compared to both Hybridge and Gallery. (b) Ease of awareness as a function
of condition and participant location. Among both local and remote participants, there was no difference
between Hybridge and Gallery, whereas the fully in-person condition scored higher than both Hybridge and
Gallery. For both panels, horizontal bars indicate averages, and circles indicate individual data points. To
maintain figure readability, significant differences between the fully in-person condition and the others are
not shown in the figure (they are reported in the main text). *** is p < 0.001, ** is p < 0.01, * is p < 0.05, n.s. is
“not significant”.

found a significant main effect of condition (F2,76 = 45.28, p < 0.001). Participants rated the fully
in-person condition as higher than both Hybridge and Gallery (p < 0.001 for both); this was the
case for all four items, among both local and remote participants (see Table 6). However, there were
no differences between Hybridge and Gallery (p = 0.89; Figure 9b).
Directional differences in ratings for individual items were inconsistent. For example, among

remote participants, ratings were slightly higher for Gallery for “see everything going on in the
meeting all the time”, but higher for Hybridge for “stay oriented on what was happening where
throughout the meeting”. There was no difference for “see everyone you needed to throughout the
meeting” and “see everything you needed to track what was going on throughout the meeting”
(similar inconsistencies were observed among local participants; see Table 6) Some participants
found that the spatial distribution inherent to Hybridge required both local and remote participants
to actively look around to track the meeting’s activity, whereas Gallery presented both people and
content in one convenient location:

P3-R (Hybridge) doesn’t really give you enough control to find a comfortable place to view every-
thing.

P2-I It (Gallery) has the most clarity, I suppose, because you don’t move your head ever

Lastly, there was also a main effect of participant location (F1,38 = 4.94, p = 0.03), with remote
participants providing lower ratings than local participants.
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**

Low (0)

High (6)

Gallery Hybridge

Perceived physical presence
(6−item scale)

(a)

  1st
(4)

  2nd
(13)

  3rd
(3)

  3rd
(16)

  2nd
(4)

  2nd
(3)

  1st
(16)

  3rd
(1)

Fully in−person

Hybridge

Gallery

Ranking of preferences (Remote participants)
(b)

  2nd
(12)

  3rd
(5)

  1st
(3)

  3rd
(15)

  2nd
(5)

  1st
(17)

  2nd
(3)

Fully in−person

Hybridge

Gallery

Ranking of preferences (Local participants)
(c)

Fig. 10. (a) Perceived physical presence among remote participants in Hybridge and Gallery conditions, with
Hybridge scoring higher. Horizontal bars indicate averages, and circles indicate individual data points. *** is p
< 0.001, ** is p < 0.01, * is p < 0.05. (b) Participant rankings of preference (i.e., 1st, 2nd, 3rd) between Hybridge,
Gallery, and fully in-person for future meetings, for remote (red) and local (blue) participants. Numbers in
parentheses indicate the number of participants choosing this rank for a given condition (e.g., among local
participants (blue), 17 ranked the fully in-person condition as their first preference, three ranked it as their
second preference, and none ranked it as their third preference.

5.6 Participant Preferences
Finally, we asked participants to rank their preference (first, second, third choice) of meeting mode
for future meetings. Preference rankings were very similar between remote (Figure 10b) and local
(Figure 10c) participants, with respectively 13 and 12 participants (out of 20) ranking Hybridge as
their second choice after a fully in-person meeting. Interestingly, respectively 4 and 3 participants
ranked Hybridge as their first choice (none ranked Gallery as their first choice). Thus, 17 out of 20
remote (85%) and 15 out of 20 local participants (75%) overall preferred Hybridge over Gallery. In
the previous sections, we report how Hybridge affords an improved sense of agency, co-presence,
physical presence, and conversational flow. Here, we further contextualize participants’ preferences
with other themes from the focus group.

When comparing to Gallery, remote participants found Hybridge to be "more comfortable" (P12-R)
and "more convenient" (P2-R). Participants’ comparisons of Hybridge relative to the fully in-person
experience varied. Some local participants found it "closer to reality than [they] thought" (P2-I), and
"kind of a natural meeting" (P12-I). Others found it "really uncomfortable" (P5-I), instead preferring
the familiarity of Gallery (P6-I).

Participants appreciated Hybridge’s potential to balance the opportunity for participation across
local and remote endpoints. This was attributed to the dedicated spatial presence that Hybridge
afforded remote participants.

P7-I I think the worst kind of meetings, are the ones where [...] the remote people are definitely
second class to the physical, whereas the Hybridge prototype equalised that imbalance because
everyone had a seat

Remote participants echoed the impact of this spatial presence on their participation, noting that
Hybridge makes them "more confident to express [their] ideas" (P12-R), or "more entitled to [...] jump
into the conversation" (P2-R), and "grab people’s attention" (P11-R). A related phenomenon was the
increased meeting engagement in Hybridge observed by some participants. Though it may be a
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novelty effect, one participant noted "It’s naturally engaging to like turn to people and make my
contact" (P5-I). Similarly, "midway through the meeting (Gallery) you just casually looked at your
phones, whereas in (Hybridge and in-person) that didn’t happen" (P5-R). This may be a product of
Hybridge’s spatial distribution and the presence and conversational flow that it affords.

Perception of self and others’ view of oneself arose as a key issue in Hybridge. Local participants
noted the lack of information in Hybridge on how they appeared to remote participants, particularly
given the latter’s ability to switch positions and viewing angles.

P10-I "I can’t see how I appear to you, whereas with (Gallery) I can see what you’re looking at."

However, as noted by some participants, this need for information may partially stem from their
(understandable) lack of experience with the remote endpoint in Hybridge.

P6-I "if we’ve been on the other end (of Hybridge)... it would make it easier to use."

Remote participants also emphasized the value of "seeing yourself and having a sense of what
others see of you" (P13-R), which is available in Gallery. For some, this information was worth the
trade-off in terms of spatial presence: "you can feel like you’re some alien overlord (in Gallery), but
you still know where you are in the room" (P3-R). However, at least one participant noted that the
presence that Hybridge affords to remote participants reduced their need for self-view.

P13-R "like when it’s this sort of view where it feels like you’re that person. It feels like the
expectations are a bit different."

One design issue, noted by local participants in Hybridge, pertained to remote participants’
sudden movements across displays, which local participants found "disorientating" (P2-I) or "creepy"
(P5-I). This may also have contributed to local participants’ slightly lower ratings for perceived
agency for Hybridge relative to the in-person condition (see subsection 5.1). Other issues noted by
participants pertained to Hybridge’s functional implementation as a prototype. Some participants
found the physical setup "very complicated" (P2-I) or resource-intensive (P11-I) to scale to larger
meetings. Accordingly, it was suggested to be most useful for smaller meetings that may be social
or otherwise dynamic, "like smaller teams where its more fun and chill" (P10-R), or "when working on
a project together. And so it’s not a presentation style. It’s like a group thinking sort of exercise" (P11-I).

6 DISCUSSION AND DESIGN IMPLICATIONS
The results from our study highlighted the impact of designing a hybrid meeting system that
provides distributed presence and heightened agency for remote participants. Notably, these design
principles helped bridge the gap between remote and in-person participants by enabling the remote
participants to feel more in control of their presence in and view of the room, leading to a feeling of
being present with others, feeling present in the meeting room, and an increased sense of agency
more comparable to that felt by those in the room (providing partial support for H3). While it didn’t
impact the sense of awareness of others, Hybridge also substantially improved the conversational
flow—alongside co-presence, physical presence, and agency—compared to the standard grid-based
video system (providing support for H2). Lastly, as expected from prior work [2, 76], remote
participants in the standard grid-based system felt a reduced sense of inclusion across all measures
relative to the fully in-person condition (providing support for H1). In this section, we discuss some
emergent design themes and future implications.

6.1 Rethinking symmetry in hybrid meeting systems
Many past meeting systems have focused on solving the issues of reciprocity of perspectives
through deploying symmetrical UIs, i.e. systems where each endpoint is functionally equivalent [80].
However, while asymmetry was not one of our design goals, our designed system created asymmetry
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in several ways, the most important of which was the modality of engaging with the meeting. The
in-person participants engaged primarily through the physical meeting room, where the remote
participants were "physicalized" in the physical space by having a dedicated space and seat at
the table. On the other hand, remote participants engaged primarily through a digital twin of the
meeting room, where the in-room participants (along with other remote participants) manifested
digitally.
However, both these endpoints were connected by the spatial understanding they created for

its participants—both in-room and remote participants could develop a sense of how the meeting
room was laid out, and how the participants were seated, creating opportunities for non-verbal
social cues not typically possible with standard grid-based video meeting systems. For instance, an
in-person participant could direct conversation at a specific remote participant by looking towards
them and speaking, similar to interacting with another in-person participant. Since the remote
participant’s viewpoint of the room is from that display’s location, they are able to tell that they
are being referred to directly.
Another way in which we leveraged the asymmetry of digital and the physical was to provide

the ability for remote participants to view a digital twin of the meeting room (room view), intended
to help the participants create a better mental model of the room and layout. Our telemetry shows
that participants used this feature sparingly compared to viewing the meeting from the seated view.
Thus, the current study provides limited evidence for the importance of this feature. It’s plausible
that the limited use of the room view in the current study stems from the fact that it did not show a
high-fidelity view of the meeting room (i.e., the webcam), and showed the in-room participants
as low-fidelity avatars. Moreover, participants did not get referential cues in the room view about
when others were looking at or referring to them. Nevertheless, although our current study did
not provide evidence for room view’s importance, we obtained some evidence for its role from
our comparison of 2D and 3D interfaces of Hybridge in a previous study [72], which found that
the 3D interface enhanced spatial awareness, “Participants reported experiencing enhanced spatial
awareness in H3D (n = 9), with the representation of the physical meeting room and the ability to pan
the camera view allowing for more intuitive navigation of the meeting space when compared to H2D”.
We leave further exploration of this feature and its role in asymmetrical contexts for future work.

We propose that catering to the individual needs of each endpoint in an inherently asymmetrical
setup would naturally lead to a meeting system that embodies one or more asymmetries. However,
we are not suggesting that asymmetry should be the primary design principle or goal. The design
principles should align with the design goals, for instance distributed spatial presence and height-
ened agency (principles) for a more equitable and inclusive meeting (goal). Rather, we suggest that
the need for uniform systems across endpoints should be relaxed in favor of the needs for inclusion,
and if the result is a system that has asymmetries then that is not something to shy away from a
priori.

6.2 Equal agency ≠ equitable experience
Some video meeting systems try to bridge the gap between remote and in-person by trying to
copy capabilities of being physically together on the remote end. However, the two endpoints
are inherently different—even with spatial immersive technologies the experience can’t be exactly
replicated. Instead, we should aim to make the best use of the medium on each side. For a hybrid
meeting, this means ensuring utilizing affordances of shared physical space for in-room endpoint,
and a digital space for remote endpoints.

This could take the form of a novel feature or capability. In our implementation, for instance, the
digital remote interface allows the participant to view the meeting room from a bird’s eye view.
Our specific implementation had this as a virtual camera, but one might imagine placing an RGB
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webcam on the ceiling, looking down, which gives a real-time view of the room from an elevated
viewpoint. This is a perspective that is not possible for an in-room participant to have, but is made
possible for the remote participant due to the virtual nature of the interface.
Sometimes, even attempting to replicate a capability from one modality to the other might

manifest in different behaviour between the endpoints, owing, for instance, to convention. For
instance, in-room participants in our system (and other physical rooms with at least another vacant
chair) have the capability of vacating their chair and occupy another. However, in practice, this
behaviour is not a common occurrence due to two potential reasons:

(1) first, because it might not be needed—in-room participants being present with their physical
bodies in the room can navigate the room visually with substantial freedom, including looking
around, turning their bodies left and right, leaning on the desk, nudging their seats forward
and back etc. which reduces their need for a completely new vantage point in the room, and

(2) second, because vacating their chair, moving in the room, and taking another chair could
cause a disruption in the meeting flow and might be frowned upon—it is the convention
in meetings to usually stick with the seat chosen by the participant at the beginning of a
meeting.

While we implemented much the same capability on the remote end—i.e., the capability for the
remote participant to “vacate” their seat, scout for a different seat, and occupy that seat instead—this
feature was used by several remote participants to change their seats during the meeting. We ascribe
this behaviour to the need for a different vantage point—being in the remote seat doesn’t afford
similar navigational capabilities to the remote participant while staying in the same seat. However,
another interesting contributing factor could be that using the digital interface freed the remote
participants of the convention of sticking with one’s seat throughout the meeting. Our telemetry
shows that several remote participants not only changed their viewport while in a particular seat,
but also actively switched between seats in order to change their range of possible viewpoints (e.g.
moving from a seat on the side to a seat opposite the content screen in order to get a better angle
on the content while being able to rotate to view other participants).

While we didn’t create equal experiences for remote and in-room participants, we succeeded in
creating a more equitable experience. For Hybridge, our data doesn’t show a difference in “Sense
of Agency” between in-person and remote participants, i.e. all participants felt similarly about
how much agency they had in controlling their view of the meeting room and others’ view of
them in the room. However, we see a significant difference in agency between in-person and
remote participants for Gallery condition, as well as the agency for the remote participants between
Hybridge and Gallery conditions (i.e. sense of agency was significantly higher in Hybridge than in
Gallery).

6.3 Considerations for hybrid meeting system design
Tailored interfaces for each endpoint. One of the central implicit design tenets that we adopted

in designing Hybridge was considering the needs of meeting participants at each endpoint indi-
vidually, and designing an appropriate interface for them to engage with the meeting and other
participants. While this allowed us to create tailored interfaces that created an equitable experience
for all participants, it took substantial work to implement the technology (despite the relatively
straightforward UX features). It is understandable why commercial solutions emphasize symmetri-
cal/uniform interfaces: they streamline development, enable deployment at scale (both on a large
number of different devices and in large quantities of participants), reduce system training/learning
time, and reduce likelihood of burden on IT services. While deploying a commercially viable system
at scale that is tailored to each endpoint will require a change in mindset and substantial work,
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the benefits of inclusive hybrid meetings that engage more participants might outweigh the initial
engineering time cost.

Application of Emerging Technology. Emerging technologies like AI and spatial computing offer
opportunities to enhance the scalability and extensibility of Hybridge-like meeting systems. For
instance, AI-driven solutions can enable the creation of dynamic UIs that adapt to the unique
requirements of different meeting endpoints. The use of AI not only aids in customizing the
participant experience based on specific participant profiles and environmental factors but also
contributes to the system’s overall efficiency and effectiveness in real-time adjustments—ultimately
extending the possibilities of the kind of system we have shown in this paper by allowing even
each remote endpoint to be different. Work on adaptive meeting UIs is already ongoing, and can be
applied to hybrid meeting systems as well.

Additionally, advanced technology such as Virtual Reality (VR) and Augmented Reality (AR) can
enrich the immersive aspect of hybrid meetings. For instance, VR can offer remote participants a
more tangible and interactive experience of the physical meeting space, transcending traditional
video conferencing limitations. This not only enhances the sense of presence for remote participants
but also fosters a more inclusive and engaging meeting environment.

7 LIMITATIONS AND FUTURE INVESTIGATIONS
Our study demonstrated the potential of the Hybridge design principles for creating equitable
hybrid meetings. However, as this is an early stage in the development of these concepts and
technologies, we acknowledge several limitations in this preliminary investigation.

Collaborative work material. Many meetings in knowledge work rely upon working with shared
content. While our study involved a screen shared by the moderator, our procedure did not involve
any participant sharing their screen. Additionally, the interaction with the shared screen was
passive—meeting participants only consumed the information, rather than create new artefacts
together, such as working on a document. Anecdotally, this covers the most frequent use of shared
content, where the organizer shares their screen with others and goes through the content. Future
work should investigate multi-person content sharing from both remote and in-room participants
in ways that provide agency for each endpoint to see shared content as best fits their needs. This
should also include integrating agency around sharing of physical objects from each endpoint. How
could we enable participants to smoothly transition from collaborating on a document to talking
with each other? How could we maintain spatial relationships between meeting participants, lost
in typical collaborative editing software? One approach could be exploring a “collaboration view”
in addition to the seated and room view.

Meeting dynamics. Our 4-participant sessions used a specific configuration (2 in-room and 2
remote) and focused on discussion sessions around an assigned task. Further, each group only
used Hybridge for a single session, whereas they were much more familiar with in-person or
grid-based video meetings. We feel that our results are representative for a broad class of meetings—
majority of video conferencing meetings involve six or fewer people[14], and an open discussion
format (theoretically) allows any participant to contribute. However, Hybridge requires further
research to assess how Hybridge affects meeting dynamics and level of participation in larger
meetings. Additionally, longitudinal evaluation of how Hybridge might impact meeting practices
and conventions will be particularly valuable.

Physical space. While our remote interface could be used on any computer in any space, our
in-room setup was tied to the size and configuration of the meeting room. We fit three physical
displays among the chairs around the table, and had another large display on one end of the table.
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Different sized rooms, furniture, and displays might change the way that meeting participants
experience Hybridge—just as it changes the dynamics of fully in-person meetings. Further work is
needed to determine the appropriate balance of scale and agency—for instance, accommodating
more remote people on a single larger screen in the physical space would allow more remote
participants, while giving up some individual agency and a unique location in the meeting room.
How does having larger screens with multiple people in a grid layout impact the remotes’ agency
and the local participant’s feeling of the remotes being with them?

Participant diversity. The study was limited to participants from a university (n=24) and from a
large tech organization (n=28). Additionally, we had 34 males and 18 females in our participant
pool. Although we believe our findings are broadly applicable to information workers, more diverse
sampling and inclusion of participants from varied cultural and organizational backgrounds as well
as higher gender diversity would enhance the generalizability of our results.

8 CONCLUSION
Hybrid meetings are here to stay, and only getting increasingly popular with the rise of work-
from-home. The Hybridge system is an early attempt at addressing the problems of (1) a lack
of shared spatiality and (2) and imbalance in the level of agency between remote and in-room
participants in a hybrid meeting. Hybridge was designed to bridge the gap between remote and
in-room meeting participants with two primary design principles: distributed spatial presence and
heightened agency for remote participants. Hybridge showed significantly better results compared
to traditional Gallery views for reported measures of agency, co-presence, and physical presence
for remote participants as well as conversation flow quality in the meeting space. However, there
was no significant difference observed between the two systems for ease of awareness. Critically,
we observed no difference for agency and a reduced difference for co-presence between in-room
and remote participants in Hybridge, suggesting that it leveled the playing field between in-room
and remote endpoints compared to the standard Gallery view.
Given the constantly changing technological landscape, we need a system that adapts to the

varying needs of different endpoints, including devices, spaces, and people. Our study demon-
strated a more equitable experience between remote and in-room participants, challenging the
conventional symmetry and uniformity in meeting systems. Tailored interfaces for the remote and
room endpoints played a crucial role in creating equitable experiences, albeit with the trade-off of
increased implementation complexity. However this complexity could be lessened with the use of
new technology like AI that could adapt the meeting interface to in-the-moment needs in real-time.

In conclusion, the Hybridge system shows a significant advancement in hybrid meeting technol-
ogy, offering a more inclusive and engaging experience for both remote and in-person participants.
The insights gained from this study can guide future innovations in the field, ultimately contributing
to more effective and equitable hybrid collaboration environments.
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A PROTOTYPE SYSTEM IMPLEMENTATIONS
The Hybridge prototype was a complex system involving many moving parts. In this section, we
first introduce the high-level Hybridge system ecosystem, followed by the detailed apparatus used
for the in-room and remote endpoints to realize the ecosystem.

A.1 The Hybridge software ecosystem
Refer to Figure 11 for a diagram of the various system-level components in the Hybridge set up. In
order to enable the kinds of interactions that we wanted to implement, we needed a way to create
our own meeting roster that could be kept up-to-date across all machines. To this end, underneath
the interactive software we have a Seating Server that maintains an updated meeting roster and
seat assignments in the meeting.
Broadly, each “visible” machine (i.e. seen / interacted with by a meeting participant—the two

remote machines, and the three digital seats in the meeting room) in the Hybridge setup requires a
similar set of software:
(1) Microsoft Teams: Rather than build our own A/V stack, we rely upon an off-the-shelf

software, Microsoft Teams2, to manage the transmission of audio-video content. This has the
advantage of us not having to solve hard video communication challenges like compression,
managing sync issues between audio and video etc. We take advantage of the NDI transport
offered by Teams—all machines join the same Teams call and broadcast their A/V locally via
NDI. These streams are picked up by the Hybridge front-end software (described below) and
rendered appropriately.

(2) Hybridge prototype: The Hybridge front-end prototype is built with the Unity3D game
engine. On a system level, this software serves two roles on both the remote and in-room
machines (in addition to enabling all the interactions described in subsection 3.2): (1) first, it
communicates to the Hybridge seating server to determine the current roster, and updates
the roster when there is a seat change event, and (2) second, it renders the appropriate

2Microsoft Teams (Last accessed 22nd April 2024) - https://www.microsoft.com/en-gb/microsoft-teams/group-chat-software

Fig. 11. System diagram for the Hybridge prototype showing connections between various parts of the
system.
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A/V streams on the audio-visual display connected to the machine. This involves selecting
the current set of streams to render, and managing the camera pan angles for the remote
participants.

A.2 Local meeting room apparatus
A.2.1 Basic setup. The local meeting room had a conference table in the center, with a large screen
at one end for the content. This content screen setup included:

• Large content screen (52" monitor),
• stereo speakers to render moderator audio, and
• 180°wide-angle webcam (Jabra PanaCast) to capture the room (for gallery condition).

We provided one more chair around the table than the number of in-room participants in each
condition—so, five chairs for in-person condition (for four in-room participants), and three chairs
each for gallery and Hybridge conditions (for two in-room participants). These chairs were relatively
evenly spaced around the available space around the table.

A.2.2 Digital seats. In addition to the above basic setup, the Hybridge condition also had three
digital seats (for two remote participants). See Figure 1(d) for the Hybridge room layout in the
digital twin of the physical room. Each of the digital seats comprised of:

(1) a Windows PC (Intel i7-12700K, 16GB RAM, NVIDIA GeForce RTX 3060 Ti), running:
• Hybridge prototype,
• Microsoft Teams,
• software to enable spatial audio (see below), and
• software for recording (OBS Studio 3 and Streamer.bot 4).

(2) 27" display in portrait orientation (Dell U27), to render remote participant’s camera,
(3) stereo speakers to render remote participant’s audio, and
(4) 180°wide-angle webcam (Jabra PanaCast) to capture the view of the room from this seat.

A.2.3 Spatial audio. In order to enable spatial audio in the remote Hybridge endpoint, we needed
to record isolated audio from in-room participants. To this end, each of the in-room participants
was recorded through a unidirectional microphone (JK MIC-J 069). Each audio feed was sent to a
separate machine (e.g., audio from Physical Seat 1 was sent to the Windows PC used for Digital
Seat 1), and was processed through additional software. This path diagram is captured in Figure 12.

• We used OBS Studio to take the raw audio input from the mic, and route it through an OBS
audio filter plugin (gate) to remove background noise and cross-talk.

• This gated audio from OBS was fed into a virtual microphone, created using VB-CABLE
Virtual Audio Device 5.

• The virtual microphone device from VB-CABLE was broadcast on the network using NDI 6.
These individual audio streams could then be captured by the remote endpoints, paired to
their respective locations in the virtual room, hence creating spatial audio for the remote
Hybridge participants.

3OBS Studio (Open Broadcaster Software)(Last accessed 22nd April 2024) - https://obsproject.com/
4Streamer.bot (Last accessed 22nd April 2024) - https://streamer.bot
5VB-CABLE Virtual Audio Device (Last accessed 22nd April 2024) - https://vb-audio.com/Cable/
6NDI (Last accessed 22nd April 2024) - https://ndi.video/tools/ndi-core-suite/
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Fig. 12. Path to provide spatial audio in Hybridge.

A.3 Remote / satellite room apparatus
The two remote rooms allowed a single participant each to connect to the meeting room through
the Hybridge remote interface. The hardware and software setup was similar to the digital seats in
the local meeting room. Both remote rooms had:

• a Windows PC (Intel i7-12700K, 16GB RAM, NVIDIA GeForce RTX 3060 Ti), running:
– Hybridge prototype,
– Microsoft Teams, and
– software for recording (OBS Studio and Streamer.bot).

• 27 inch monitor in landscape orientation (Dell U27),
• a unified speaker and microphone (Jabra Speak 710)–only the mic was used here, and
• headphones (Microsoft Teams certified headphones) to render spatial audio.

A.4 Moderator apparatus
The meeting moderator, part of the research team, had their own machine that allowed them to
share their screen with the meeting participants. This allowed them to control the contents on the
shared screen, as well as communicate the instructions to the participants for each task. Additional
software (Streamer.bot) allowed the moderator to remotely control the A/V recordings from the
remote satellite rooms and the digital seats in the local meeting room. As illustrated in Figure 12,
Streamer.bot was used to remotely start and stop audio and video recordings being captured by all
machines in OBS (using Websockets). This was to ease the logistics of running a distributed study.
A gate audio effect was also applied in OBS on each of the computers within the meeting room.
Gate settings could be updated on the fly using Streamer.bot, and tweaks could be easily made for
individual participants. This helped to deliver effective spatial audio, as the ideal settings needed to
isolate the speech from background noise are dependent on the nature of the voice input.
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The virtual cable allowed for gated audio to be routed from OBS into the Microsoft Teams
meeting, before being sent alongside visuals to the Hybridge application via NDI, as shown in
Figure 11.

B DISCUSSION TASKS
For the three conditions, the following discussion topics were presented during each session in a
counter-balanced order.

B.1 Survival on the moon
You are part of a 4-member team traveling to the station on the moon. Something is wrong with
your navigation system, so you land safely, but 80km away from the station. Your survival depends
on reaching the station, protecting yourself until someone finds you, or meeting a rescue party on
the way to the station.
The moon has no atmosphere and no magnetosphere. Gravity is only 1/6 as strong as Earth’s.

The soil is a mixture that includes sharp, glassy particles. More than 80% of the moon is made of
heavily cratered highlands. Temperatures vary widely, from -193°C to 111°C depending on time
and location.
The next slide contains 11 items available. Rank the top 3 items in order of importance for the

survival of you and your crew. You have 5 minutes to decide and write down your choices as a
group.

• Magnetic compass
• Life raft
• Parachute silk
• Space suit repair kit

• Nylon rope (15m)
• First aid kit
• Signal mirror
• Solar-powered lights

• Space blanket
• Map of moon’s surface
• Solar-powered radio
receiver-transmitter

B.2 Survival in the desert
Your airplane has crash-landed in the desert in southwestern US. You and 3 others have survived
unharmed. Before you crashed, you heard the pilot say that you are 110km away from the nearest
town. Your survival depends on reaching the town or protecting yourself until someone finds you.
The immediate area is quite flat and appears barren, except for occasional cacti. The last

weather report you heard said temperatures would reach 54°C. You are dressed in light-weight
clothing—short-sleeved shirt, trousers, socks, and shoes.

The next slide contains 11 items available to you. Rank the top 3 items in order of importance to
you and the others to give you the best chance of survival. You have 5 minutes to decide and write
down your choices as a group.

• Sectional air map for area
• Two pairs of sunglasses
• Plastic raincoat
• Compress kit with gauze
• Magnetic compass

• Red and white parachute
• Flashlight
• Book: “Edible Animals
for the Desert”

• .45 Caliber pistol (loaded)

• Bottle of salt tablets
(1000)

• Jack knife

B.3 Spy mission task
Your team has been assigned a mission to acquire a classified document from a high-security
building on a small remote island. The document contains vital information that could put lives at
risk if it falls into the wrong hands.
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You have been dropped off in a covert location near the target building. The building is protected
by trained guards and equipped with state-of-the-art security systems, including motion sensors
and infrared cameras. Time is of the essence, but if you get caught you will fail the mission.
The next slide lists 11 items that are available. Rank the top 3 items in order of importance to

give you the best chance of completing the mission. You have 5 minutes to decide and write down
your choices as a group.

• EMP device
• Lockpicking set
• Camping tent
• Nano-drones
• Infrared stealth suit

• Remote hacking device
• Binoculars
• Two grappling hooks and
climbing gear

• Night vision goggles

• Decoy explosives
• Concealed body armour

C FOCUS GROUP GUIDE
Participants were invited to share their views and engage in discussions on the following points:
(1) What did you like best about each meeting type?
(2) What needs the most improvement in each meeting type?
(3) In what order did everyone rank the meeting types?
(4) Would you find the spatial arrangement of remote participants in the Hybridge prototype

useful for other hybrid meetings you attend? If so, which ones, why? If not, why not?

D STUDY INSTRUMENTS
After each condition, participants completed survey items about their sense of agency, co-presence,
physical presence, conversational flow, and ease-of-awareness. By agency, we mean a participant’s
sense of control over their engagement in the meeting, including presentation of self [37, 77],
one’s view of others, and one’s position in the meeting with respect to others [23, 39, 76, 77] (see
Table 2 for all items). To measure co-presence, we adapted eight items from Networked Minds
questionnaire [3] and one item from [70] (see Table 3). To measure physical presence (for remote
participants only), we adapted 5 item from the Slater-Usoh-Steed (SUS) questionnaire [79], and the
one-item measure from [7], adapting them to refer to presence in the physical meeting room (see
Table 4). We measured the ease of turn-taking or ‘conversation flow’ using a 6-item questionnaire,
adapted from [76] (see Table 5). Relatedly, we also measured participants’ ability to be aware of
people and activities throughout the meeting using a 4-item questionnaire (see Table 6). Finally, to
measure physical presence, we used 5 items from the Slater-Usoh-Steed (SUS) questionnaire [79]
After both conditions, we also asked participants which one they preferred and why.

Received January 2024; revised April 2024; accepted Mayy 2024
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Table 2. Sense of agency: survey items and summary scores indicating mean (standard deviation)

Gallery Hybridge Fully in-person

Remote Local Remote Local Remote Local

Howmuch in control did
you feel of your view of
the physical conference
room?

2.25 (1.33) 5.75 (1.12) 5 (1.49) 5.55 (1.43) 6.05 (1.23) 5.8 (1.51)

Howmuch in control did
you feel of other people’s
view of you in the physi-
cal conference room?

2.7 (1.95) 4.1 (1.48) 4.15 (1.73) 4.25 (1.52) 5.4 (1.67) 5.65 (1.6)

Howmuch in control did
you feel of your position
in the physical conference
room?

1.65 (0.99) 5.7 (1.34) 4.55 (1.57) 5.05 (1.47) 5.55 (1.54) 5.7 (1.38)

Compared to the people
physically in the room,
did you feel you had
less or more control over
your view of the physical
conference room?

1.75 (1.21) 3.6 (1.57)

Compared to the people
physically in the room,
did you feel you had
less or more control over
others’ view of you in
the physical conference
room?

2.75 (1.48) 3.8 (1.24)

Compared to the people
physically in the room,
did you feel you had
less or more control over
your position in the phys-
ical conference room?

1.9 (1.29) 4 (1.59)

To what extent did you
feel you had a place in
the physical conference
room?

3.25 (1.68) 6.25 (1.12) 5 (1.26) 6.25 (1.07) 6.4 (0.94) 6.3 (1.03)

Items 1-3 and 8 used a seven-point response scale from ‘Not at all’ to ‘Very much so’. Items 4-7 used a seven-point response
scale from ‘Much less’ to ‘Much more’.
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Table 3. Co-presence: survey items and summary scores indicating mean (standard deviation)

Gallery Hybridge Fully in-person

Remote Local Remote Local Remote Local

I often felt as if the
people physically in the
room and I were to-
gether.

2.4 (0.99) 4.1 (1.21) 3.6 (1.05) 4.45 (0.76) 4.75 (0.55) 4.75 (0.44)

I often felt as if the peo-
ple who joined remotely
and I were together.

2.65 (1.23) 2.5 (1.05) 3.35 (1.31) 4.15 (0.67)

I think the people physi-
cally in the room often
felt as if we were to-
gether.

2.95 (1.15) 4.35 (0.75) 3.65 (1.04) 4.4 (0.94) 4.7 (0.66) 4.7 (0.47)

I think the people who
joined remotely often
felt as if we were to-
gether.

2.65 (1.23) 2.7 (1.03) 3.45 (1.43) 3.5 (1)

I was often aware of the
people physically in the
room during the meet-
ing.

3.55 (1.19) 4.6 (0.6) 4.25 (0.55) 4.65 (0.59) 4.75 (0.44) 4.85 (0.37)

I was often aware of the
people who joined re-
motely during the meet-
ing.

3.7 (1.08) 4 (0.92) 3.8 (0.83) 4.25 (0.55)

The people physically
in the room were often
aware of me during the
meeting.

3.5 (0.76) 4.3 (0.8) 4.2 (0.62) 4.65 (0.59) 4.55 (0.83) 4.5 (0.76)

The people who joined
remotely were often
aware of me during the
meeting.

3.35 (1.18) 3.75 (0.91) 3.65 (1.04) 3.9 (0.91)

Please rate how closely
your sense of being to-
gether with others in a
fully in-person meeting
resembles your sense of
being with them in the
hybrid meeting you just
experienced.

3.4 (1.6) 3.6 (1.6) 4.8 (1.44) 5.35 (0.88)

Items 1-8 used a five-point response scale from ‘Strongly Disagree’ to ‘Strongly Agree’. Item 9 used a seven-point response
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Table 4. Physical presence: survey items and summary scores indicating mean (standard deviation)

Gallery Hybridge

Please rate your sense of "being there" in the physical conference room,
on a scale of 1 to 7, where 7 represents your normal experience of
being in a place. I had a sense of being there in the physical conference
room... (7-point scale: ‘Not at all’ to ‘Very much’)

0 (0) 0.4 (0.5)

To what extent were there times during the meeting when you felt
that you were in the physical conference room? There were times
during the experience when the physical conference room was the
reality for me... (7-point scale: ‘At no time’ to ‘Almost all the time’)

0 (0) 0.25 (0.44)

When you think back to the meeting, do you think of the physical
conference room more as images that you saw or more as somewhere
that you were visiting? The physical conference room seems to me to
be more like... (7-point scale: ‘Images that I saw’ to ‘Somewhere that I
visited’)

0 (0) 0.2 (0.41)

During the meeting, which was the strongest on the whole: your
sense of being in the physical conference room or of being elsewhere?
I had a stronger sense of... (7-point scale: ‘Being elsewhere’ to ‘Being in
the physical conference room’)

0.05 (0.22) 0.25 (0.44)

During the meeting, did you often think to yourself that you were
actually in the physical meeting room? During the meeting, I often
thought that I was really in the physical conference room... (7-point
scale: ‘Not very often’ to ‘Very much so’)

0 (0) 0.15 (0.37)

To what extent did you feel present in the physical conference room,
as if you were really there? (7-point scale: ‘Not at all’ to ‘Very much‘)

0 (0) 0.15 (0.37)
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Table 5. Conversational flow: survey items and summary scores indicating mean (standard deviation)

Gallery Hybridge Fully in-person

Remote Local Remote Local Remote Local

It was easy to tell when
other people wanted to
speak.

3.2 (1.01) 3 (1.21) 3.6 (1.05) 3.75 (0.91) 4.7 (0.57) 4.45 (0.6)

It was easy to jump in
when I wanted to say
something.

2.65 (0.93) 3.6 (1.1) 3.5 (1.05) 4.1 (0.79) 4.75 (0.55) 4.6 (0.5)

There were many inap-
propriate interruptions.

2.9 (0.97) 3.3 (1.08) 3.15 (1.14) 3.95 (1) 4.55 (0.76) 4.35 (0.93)

The flow of the conversa-
tion felt natural.

3 (1.17) 3.25 (1.25) 3.55 (1.23) 3.95 (0.94) 4.6 (0.6) 4.9 (0.31)

There were not many un-
comfortable pauses.

3.35 (1.23) 3.1 (1.29) 3.7 (0.98) 3.95 (1.15) 4.45 (0.83) 4.35 (0.93)

I could easily refer to or
direct comments to oth-
ers in the conversation.

2.8 (1.2) 3.65 (1.23) 3.85 (0.93) 3.9 (1.02) 4.5 (0.61) 4.6 (0.68)

Items used a five-point response scale from ‘Strongly Disagree’ to ‘Strongly Agree’

Table 6. Ease of awareness: survey items and summary scores indicating mean (standard deviation)

Gallery Hybridge Fully in-person

Remote Local Remote Local Remote Local

How easy was it to see
everyone you needed to
throughout the meeting?

4.8 (2.04) 5.7 (1.13) 4.8 (1.74) 5 (1.49) 6.35 (1.14) 6.65 (0.67)

How easy was it to see
everything going on in the
meeting all the time?

4.4 (1.93) 5.25 (1.37) 4.2 (1.82) 4.9 (1.45) 6.35 (1.18) 6.75 (0.55)

How easy was it to
stay oriented on what
was happening where
throughout the meeting?

4.3 (1.53) 5.15 (1.5) 4.85 (1.69) 5.7 (1.34) 6.4 (0.75) 6.75 (0.55)

How easy was it to see
everything you needed to
track what was going on
throughout the meeting?

4.4 (1.67) 5.5 (1.19) 4.4 (1.88) 5.5 (1.19) 6.15 (1.04) 6.7 (0.47)

Items used a seven-point response scale from ‘Not at all easy’ to ‘Very easy’.
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